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Abstract 

The ratio of the number of W + 1 jet to W + 0 jet events is measured in the 

DO detector using data from the 1992-93 Tevatron Collider run. The W + ev 

channel is used with a minimum jet ET cutoff of 25 GeV. Using the measured 

ratio and Next-to-Leading order QCD predictions, we find the strong coupling 

constant at the renormalization scale Mb,, to be a,(M~l:) = 0.129 i 0.015 and 

a,(A&) = 0.139i0.017for the MRS(D;) and CTEQ3M parton distributions, 

respectively. Generally, our data prefer a larger value of a, than that used 

internally in parton distributions. 

Typeset using REVT$X 
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The running coupling constant a, is a fundamental expansion parameter which sets the 

strength of all strong interactions. Of particular interest in the current study is the fact 

that the probability of producing jets in association with a W boson is dependent on the 

value of c+. We report here the results of extracting the value of a, from an examination of 

the ratio, R, of W + 1 jet to W + 0 jet cross sections. A similar technique, based on tree 

level calculations, has been used by the UA2 [l] and UAl experiments [2]. Determination 

of a, at any given value of the renormalization scale prt provides knowledge of the coupling 

at all other pLI1, and the expected dependence of a, on pR has been confirmed by other 

experiments over the range 1 GeV < PH < 91 GeV [3]. 

In leading-order (LO) &CD, ‘R. is proportional to a,. However, the cross sections com- 

puted at LO suffer from relatively large normalization uncertainties due to the lack of higher 

order corrections. Recent next-to-leading order (NLO) predictions [4] of the W + 0 jet and 

W + 1 jet cross sections show significantly reduced PR dependence and differ from LO pre- 

dictions by about 10% for PH equal to the W mass (Mb,:) [5]. 

We present a determination of a, at PK = Mvv from an experimental measurement of 

the ratio, R,,,,,,, using the D0 detector at the Fermilab Tevatron pp Collider at 4 = 1.8 

TeV. We utilize 9770 W ---t ev candidates collected during the 1992 93 collider run. This 

analysis is based upon the comparison of R,,,, with the NLO theoretical predictions [6]. 

The DO detector is described in detail elsewhere [7]. The detector elements relevant 

to this analysis are the tracking system and the uranium liquid-argon sampling calorime- 

ter. The tracking system, which has no magnetic field, covers a range of pseudorapidity, 

7 [S], from -3.0 to 3.0. The calorimeter’s homogeneous response and hermetic coverage out 

to 1111 - 4 provide excellent measurement of electron and jet energies, as well as missing 

transverse energy (&), over the full azimuth (4). Th e calorimeter is finely segmented in 

both the longitudinal and transverse directions, giving enhanced electron identification. The 

electron energy resolution is 15%/JE(Gev) and the jet transverse energy (ET) resolution 

is -SO%/Jm. 

For this analysis, we use a hardware trigger which requires events with a minimum ET of 
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10 GeV in an electromagnetic (EM) calorimeter trigger tower of size 0.2 X 0.2 in q-4 space, 

covering 171 < 3.2. Events satisfying the hardware trigger are subjected to a software trigger 

which requires the event to have & > 20 GeV and to have an electron candidate which 

has transverse energy (I$.) greater than 20 GeV and passes preliminary shower shape and 

isolation cuts. 

The offline selection of the W + ev event sample requires &> 25 GeV and an electron 

with E;. > 25 GeV which satisfies three electron quality criteria. The first involves the 

isolation fraction which is defined as &, = [E(0.4) - E~~,(0.2)]/E,~(0.2), where E(0.4) is 

the total energy within a cone of radius 0.4 (AR E dm) centered around the 

electron, and EERI(0.2) is the EM energy within AR = 0.2. A cut offiSy < 0.15 is imposed 

to require that the electron is isolated from other sources of energy in the event. The second 

criterion is that the calorimeter energy deposition of the electron has a matching charged 

track. Finally, a cut is imposed on the x2 value of the energy cluster to ensure that its shape 

is consistent with that of an electron. This value of x2 is computed using a 41 dimensional 

energy covariance matrix [9], which has the mean cell energy depositions of a reference 

electron shower as its elements, preserving their correlations. 

Given the nature of R,,,,,, it is advantageous, in minimizing systematic uncertainties, to 

have the electron selection efficiency be the same for events with and without an associated 

jet. The electron selection criteria applied to the W + w candidates preclude the use 

of this data sample for estimating the selection efficiency because the only electron in the 

events is already subjected to the selection criteria. Therefore, we use Z(+ efem) $ 0 jet 

and 2 + 1 jet candidates from actual data, where only one of the two electrons is required 

to pass the selection criteria. The electron selection efficiency is then measured by imposing 

the selection criteria on the other electron. From this study, the electron selection efficiency 

is found to be the same for these jet multiplicities (0 jets and 1 jet) to within 2%. 

Jets in the events are identified with a fixed cone algorithm using a radius AR = 0.7. The 

jet reconstruction efficiency is found to be better than 99% for jets with ET > 20 GeV, based 

on a Monte Carlo study [lo]. The jet ET is corrected for the calorimeter response, out-of- 
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cone showering, and the underlying event contribution. The jet energy scale correction [ll] is 

obtained by using events with photontjet final states. In these events, the photon candidate 

is taken to balance the remaining partons in the event kinematically. The components of 

the transverse momentum imbalance due to the n&measurement in hadronic jet energy are 

then corrected using the & projection on the photon candidate axis. The typical size of 

the correction is (16*5)% at 25 GeV and (24&5)% at 100 GeV. The jets are required to 

have a minimum transverse energy ( EFin ) of 25 GeV. Before background subtraction, 5736 

W + 0 jet events have the electron in the central region (1~~1 < 1.2) and 3083 events have 

the electron in the forward region (1~ > 1.2). Th e corresponding numbers of events with 

one jet are 511 and 284 events, respectively. 

The largest background to the W + ev production cmnes from multijet processes. A 

jet from a multijet event may pass all electron selection criteria due to fluctuations in 

fragmentation. Significant & may also be associated with multijet events due to shower 

fluctuations OI calorimeter imperfections. Occasionally a multijet event has both significant 

& and a jet imitating an electron and thereby simulate a W ---t ev event. 

The fractional background from multijet events is estimated using the & distributions 

from data for events that pass an inclusive electron trigger (E$ > 20 GeV). The sample is 

separated into two subsets. The first subset consists of events failing all three of the electron 

quality criteria (iso, track matching, and x”). Real electrons from W decays contribute 

negligibly to this subset. The second subset consists of events which pass the three elec- 

tron quality criteria. This subset includes both backgrounds from multijet events and real 

W events. The histogram in Fig. 1 represents the & distribution of events with electrons 

satisfying the three electron quality criteria (signal + background) and the solid circles rep- 

resent the other subset (background). A clear separation between signal and background 

above &= 20 GeV is evident because the & due to the neutrino in W decay peaks near 

40 GeV and far less & is expected in true multijet events. The shapes of the two distribu- 

tions agree well for &< 15 GeV. The background distribution for &> 25 GeV is used to 

estimate the contamination of the W sample from multijet processes. 
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For events with an electron in the central region, the background is 3.0% & 

O.G%(stat + sys) for W + 0 jet and (19.3 * 4.3)?’ f o or IV $ 1 jet events. The background for 

events with an electron in the forward region is (13.3 & l.S)% for W+O jet and (52.6 zt 5.2)% 

for W + 1 jet events. The uncertainties reflect systematic and statistical errors added in 

quadrature. The statistical uncertainty is the dominant source of errm in estimating the 

background. 

Additional sources of background to IV + ev production are from electroweak processes 

which either are improperly identified in the detector or have a signature identical to that 

of W 4 eu production. The electroweak processes we considered are 2 ---f e+e- and 

qtj + y’ --t e+e- where one of the electrons is lost, and 2 A -r+T- where one of the 7’s decays 

to eui? and the other decays hadronically. We use Monte Carlo event samples to estimate 

the background contamination from these sources, and find the level of contamination to be 

less than 3% of the signal for both W + 0 jet and W + 1 jet events. The process W --) TV 

(where T - evi?) is considered as part of the signal because the associated jet production is 

independent of the W decay mode. 

The number of W + 0 jet events, after subtracting backgrounds from multijet and elec- 

troweak processes, is 8200 * 94(stat) + Gl(sys), and the number of W t 1 jet events is 

532 f 28(stat) l 49(sys). The resulting experimental ratio of the number of W + 1 jet events 

to W + 0 jet events is R,,, = 0.065 zk O.O03(stat) Z!Z O.O07(sys). The dominant systematic 

error is from the jet energy scale uncertainty. This is due to the rapidly falling shape of the 

jet ET spectrum and the resulting sensitivity to the ET’” cutoff. This systematic error is 

obtained by repeating the complete analysis, varying the jet energy scale correction within 

errors. 

The NLO QCD predictions [4] for W + 0 jet and W + 1 jet cross sections enable pa- 

rameterizations of each cross section as a power series in a,. The theoretical predictions, 

using the MS scheme, take into account the effect of experimental jet energy resolution, as 

well as the impact of the lepton isolation criteria and other experimental constraints. The 

cross section for W + 7~ jets is parametenzed as: rn;+njc,,. = gy‘4” + a,&) for n = 0 or 1. 
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The coefficients Al and B. depend on ET”<” of the jet and B, depends on EF”‘, the choice 

of jet cone radius AR, and pR. The coefficients are computed for a given set of parton 

distribution function (pdf) h h w ic is evolved to the scale Mw. The evolution is carried out 

using the value for Aqco associated with each pdf. This &co value corresponds to a value 

of a,, which is calculated at the scale of Mw using the second order expression for the 

running coupling constant and is labeled as a, pa in Table I. Figure 2 shows ‘R,,,, with its 

uncertainty given by the shaded area and symbols representing the predictions for various 

pdf’s [12-141 at a, = c@(M,,,). The lines in Fig. 2 represent the predicted ratios, as a 

function of aa, for the CTEQ3M [12] and MRS(Dh) [13] pdf’s. There is an error associated 

with Monte Carlo statistics which is 100% correlated between the predictions. This errca is 

shown in Fig. 2 for the prediction with CTEQZML pdf only. In these predictions the strong 

coupling constant is only varied in the hard partonic cross section, leaving a, in the parton 

distributions fixed. The intercept of IR,,,,, with the theoretical prediction yields the value of 

aci to NLO. This measurement of cy, should, in principle, agree with the c@f value evolved 

from the low energy data if all data are consistent. 

In previous analysis [l] aa has been determined by refitting a particular pdf with different 

values for &f. Different choices for a, in 60th pdf and hard partonic cross section result 

in a series of points in the ‘R. vs. a, plane, which are connected by a line whose intercept 

with %r,cas yields a determination of a,. W e h we attempted this and find that the slope of 

the obtained lines depends strongly on the chosen set of pdf. A complete treatment would 

require either pdf’s with error estimates or full fits using the primary data and the data 

from this measurement. This is beyond the scope of this analysis and we therefore quote a, 

values for different parton distributions. 

Table I summarizes the values of a,, at pi = Mw, for various pdf’s along with the 

uncertainties. The different sources contributing to the uncertainty in the determination 

are summarized in Table II for the CTEQ2M parton distribution. The error Acx,~ in Table I 

is the quadratic sum of all these uncertainties. We do not assign an uncertainty due to 

the choice of pii because the variation in the W + 1 jet cross section is less than 2% for 
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Mp,r/Z < pn < 3Mbs~ [4,15]. The dependence of a, on E.;t’” has been studied in the range 

25 GeV < EI;“” < 60 GeV [6] and the resulting values of a, are independent of Ey”‘. 

Using the CTEQ3M and MRS(D;) pdf ‘s, we obtain c+(Mv:) = 0.139 5 0.017 and 

cqT(Mrr-) = 0.129 * 0.015, respectively. These two results happen to represent the extreme 

values found. In general, our high energy data prefer a larger value of a, than the values 

used in the pdf’s which are mainly determined from fits to low energy data. 

In summary, we have determined the strong coupling constant a,(Mw), using NLO 

perturbation theory, from the ratio of the W + 1 jet to W + 0 jet cross sections. The 

determination of 01, in pp collisions depends on the knowledge of the parton distribution 

in the proton. Therefore, N, has been extracted for a variety of parton distributions. We 

obtain higher values of a,$ than those determined in all of the parton distributions used; the 

discrepency is at about the one standard deviation level. 
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TABLE I. Values of a, for various parton distributions 112-141. 

@f(h) 

0.112 

0.119 

0.113 

0.113 

0.114 

0.113 

0.113 

0.113 

0.111 

. ~ 

a,(&~) h Aa, 

0.134 i 0.016 

0.139 zt 0.017 

0.132 % 0.015 

0.131 * 0.015 

0.139 i 0.017 

0.129 6 0.015 

0.129 It 0.015 

0.136 f 0.016 

0.129 f 0.015 

TABLE II. Summary of uncertainties in a, for the CTEQZM parton distribution. 

SOUFX A% 

E~xperimental statistics 0.005 

Jet energy scale correction 0.013 

Jet reconstruction efficiency 0.002 

Jet energy resolution 0.005 

Monte Carlo statistics o.ao5 

Total Aa, 0.016 
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FIG. 1. & distributions for W+O jet events with the electron in the central region, lqe/ < 1.2. 

The histogram represents the signal plus background and solid circles indicate the background. The 

two distributions are normalized using the number of events in the region $,I, < 15 GeV. The 

error bars represent statistical errors only. 
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FIG. 2. R vs a, for CTEQ3M and MRS(D6) pdf’s. All other pdf’s correspond to lines with 

very similar slopes and are contained in the region between the two predictions shown. 
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